Relationship between particle size distribution and flux in the mesopelagic zone
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\section*{Abstract}
Large aggregates commonly named “marine snow” are difficult to collect and study because of their fragile nature, but they make up the largest fraction of vertical carbon flux in the ocean. Developments in imaging sensors and computer systems have facilitated the development of \textit{in situ} image acquisition systems that can be used to produce profiles of aggregate size distribution and abundance. However, it is difficult to collect information on the different properties of particles, such as their composition, from \textit{in situ} images. In this paper, we relate sediment trap data to particle size ($d$) distributions to estimate the vertical fluxes ($F$) of mass, particulate organic carbon (POC), particulate inorganic carbon (PIC) and particulate organic nitrogen (PON) using simple power relationships ($F = Ad^b$). Mean aggregate fractal dimension of 2.3 and a size-dependent settling speed are determined from the flux estimations. We have used these relationships to map the distribution of mass flux along 180°W in the equatorial Pacific. Similar mass fluxes below the euphotic zone have been reported along 150°W for the same period with conventional sediment traps, supporting the accuracy of these relationships. The high spatial resolution of sedimentation processes studied \textit{in situ} with the Underwater VideoProfiler allowed us to undertake a detailed study of the role of physical processes in vertical fluxes.

\textcopyright 2008 Elsevier Ltd. All rights reserved.

\section{Introduction}
Large aggregates, also known as marine snow, are ubiquitous in the water column and make up a significant fraction of the particle mass and of the downward particulate organic carbon (POC) flux. More than a conveyor of the fixed carbon from the euphotic zone to depth (biological pump), large aggregates play the role of small ecosystems. They provide a unique chemical environment where both photosynthesis and microbial degradation can occur at rates greater than in the surrounding water. In addition, by moving material downward, they provide a rich food source for the mesopelagic zone.

Although important in the ocean, large aggregates are difficult to collect and study because of their fragile nature. Sediment traps have been used widely to collect settling material, to describe vertical flux and its decrease with depth, and to document the chemical transformations of settling aggregates (Turley et al., 1995; Wakeham et al., 1984, submitted). The particles collected in a sediment trap occur over a range of sizes and settling rates when suspended in the water column but lose their
individuality in the sediment trap amalgamation. This loss of identity has been partially overcome by the use of a polyacrylamide gel in the collectors, which allows the determination of particle size distributions of these aggregates (Jannasch et al., 1980; Kjørboe et al., 1994; Waite and Nodder, 2001). Sediment traps provide an important sampling approach but do not provide the spatial coverage or the detailed descriptions of particle size distributions that are useful in mechanistic descriptions of particle dynamics.

The availability of imaging sensors and computer systems to analyze their observations has led to the development of in situ camera systems that can be used to produce profiles of aggregate size distribution and abundance (Asper, 1987; Davis and Pilskain, 1992; Gorsky et al., 1992; Honjo et al., 1984). Despite their ability to provide detailed particle size distributions with high spatial resolutions, imaging systems cannot describe aggregates’ chemical composition without more information about the relationship between particle size and composition (Burd et al., 2007).

Particle concentrations are frequently presented as number spectra (Burd et al., 2000; Jackson, 1990; Stemmann et al., 2004b). The size spectrum of a “population” of particles is usually defined in terms of the number concentration of particles (ΔN) in a given small size range (Δs): n = ΔN/Δs. The particle mass in that size range is m(s) n(s) Δs, and the mass flux spectrum is m(s) n(s) w(s) Δs, where m(s) is the mass of an individual particle and w(s) is its settling velocity. Any measure of particle size can be used for s, although particle diameter (d) is frequently used. The total mass flux (F) is the mass flux spectrum integrated over all particle sizes. Using diameter as a measure of particle size,

\[ F = \int_0^\infty n(d)m(d)w(d)\,dd \]  

The mass of a spherical particle is given by

\[ m(d) = \pi d^3 \]  

where \( x = \pi \rho / 6 \) and \( \rho \) is its average density. Its settling rate can be calculated using Stokes Law:

\[ w(d) = \beta d^2 \]  

where \( \beta = g(\rho - \rho_0)(18\nu \rho_0)^{-1} \), g is gravitational acceleration, \( \rho_0 \) is the fluid density and \( \nu \) is the kinematic viscosity (see Table 1 for summary of notation).

Aggregates do not have a constant density, so Eqs. (2) and (3) are not useful without more information. In fact, particle mass and settling rate are often described using relationships of the form yd^k by fitting data from observations, usually made in the surface layer (Alldredge, 1998; Alldredge and Gotschalk, 1988; Ploug and Grossart, 2000). This is equivalent to \( x \) and \( \beta \) being functions of d, not constant. Note that if both \( w(d) \) and \( m(d) \) are given by power relationships, so is the combined quantity, \( w_m = Ad^b \)

For the above case of constant density shown in Eqs. (1) and (2), \( b = 5 \).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Constant for ( F_T )</td>
<td>ML^{-1} T^{-1}</td>
</tr>
<tr>
<td>a</td>
<td>Constant for ( m(d) ) (Eq. (6))</td>
<td>M^{-1}</td>
</tr>
<tr>
<td>b</td>
<td>Constant for ( F_F )</td>
<td>–</td>
</tr>
<tr>
<td>c</td>
<td>Constant for ( w(d) ) (Eq. (7))</td>
<td>L^2 T^{-1}</td>
</tr>
<tr>
<td>d</td>
<td>Particle diameter</td>
<td>L</td>
</tr>
<tr>
<td>D</td>
<td>Fractal dimension</td>
<td>–</td>
</tr>
<tr>
<td>F</td>
<td>Generic flux</td>
<td>ML^{-2} T^{-1}</td>
</tr>
<tr>
<td>F_F</td>
<td>Flux estimation using (A and b)</td>
<td>ML^{-2} T^{-1}</td>
</tr>
<tr>
<td>F_T</td>
<td>Sediment trap flux measurement</td>
<td>ML^{-2} T^{-1}</td>
</tr>
<tr>
<td>F_{mic} F_{pic} F_{pon}</td>
<td>Mass, POC, PIC and PON fluxes estimations</td>
<td>–</td>
</tr>
<tr>
<td>( \Delta F_c )</td>
<td>Differences between sediment trap and spectral-estimated fluxes</td>
<td>ML^{-2} T^{-1}</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
<td>LT^{-2}</td>
</tr>
<tr>
<td>h</td>
<td>Coefficient to convert particle mass to particle excess of mass</td>
<td>–</td>
</tr>
<tr>
<td>m</td>
<td>Particle mass</td>
<td>M</td>
</tr>
<tr>
<td>n</td>
<td>Particle number spectrum</td>
<td>L^{-3}</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Volume of a particle</td>
<td>L</td>
</tr>
<tr>
<td>w</td>
<td>Particle settling rate</td>
<td>LT^{-1}</td>
</tr>
<tr>
<td>x</td>
<td>Constant for ( m(d) ) (Eq. (2))</td>
<td>ML^{-3}</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Constant for ( w(d) ) (Eq. (3))</td>
<td>L^{-1} T^{-1}</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Particle density</td>
<td>ML^{-3}</td>
</tr>
<tr>
<td>( \rho_0 )</td>
<td>Fluid density</td>
<td>ML^{-3}</td>
</tr>
<tr>
<td>( \Delta \rho )</td>
<td>Particle excess density</td>
<td>ML^{-3}</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Seawater viscosity</td>
<td>LT^{-1}</td>
</tr>
</tbody>
</table>

To our knowledge, only a few studies relating aggregate size and flux have been made for the deep ocean (Asper, 1987; Ratmeyer and Wefer, 1996; Walsh and Gardner, 1992). In this paper, we relate sediment trap data to particle size distributions to estimate the vertical fluxes of mass, POC, particulate inorganic carbon (PIC) and particulate organic nitrogen (PON). This technique allows us to estimate particle fluxes with much greater horizontal and vertical resolution than is feasible with sediment traps alone. We then apply the technique to a series of profiles taken in the equatorial Pacific.

2. Material and methods

2.1. Instrument and data

We have measured particle size distributions between the surface and 1000 m depth throughout the ocean during the last 2 decades using three generations of the Underwater Video Profiler (UVP). The UVP records objects illuminated in a slab of water whose volume ranges from 0.23 to 10.50 L, depending on UVP version. An image provides information about the size and shape of particles in its field of vision which can be used to calculate particle size distributions (Gorsky et al., 1992, 2000). The detection limit has improved through time, with the minimum observed particle diameter decreasing from 250 to 90 µm; the effective maximum particle size depends on the sample volume (Table 2). The UVP is lowered on a cable
at a speed chosen to avoid overlapping regions in the images (1 m s\(^{-1}\)). The images are recorded digitally and processed by image analysis software to yield the projected area for each particle. The equivalent spherical diameter of each particle is calculated assuming that the projected shape is a circle.

The instruments have been calibrated in a sea water tank using natural particles of different aggregate types to determine the conversion between pixel and metric unit (Stemmann et al., 2002). Different generations of instruments have been intercalibrated and the consistency of the measurements verified (Guidi et al., 2007).

We now have a database of particle size distributions from 1254 profiles for a range of seasons and locations (Fig. 1). In this study, we restricted the size range of interest to 250 \(\mu\text{m}\) – 1.5 mm in order to use data from older UVP generations (Table 2), although we also performed the same calculations on a subset of data with the larger size range associated with UVP4a (90 \(\mu\text{m}\) – 2 cm).

Some of the UVP profiles were made in conjunction with sediment trap deployments (Table 3). The sediment traps (model Technicap PPS5) were deployed either in moored lines (Mediterranean Sea) or drifting (Pacific and North Atlantic). Samples collected in the traps have been analyzed and total mass, organic carbon, inorganic carbon and organic nitrogen and the associated fluxes calculated.

UVP data collected within 0.2° latitude and longitude of a sediment trap location, 10 m of its depth and 5 days of its deployment were used for comparisons. An average aggregate size spectrum was calculated using the pertinent UVP data if more than one profile fit the criteria. There are 118 data sets with both particle size distributions from the UVP and sediment trap flux measurements; there are only 39 for the analysis using the larger size range.

### Table 2

<table>
<thead>
<tr>
<th>Model</th>
<th>Size range</th>
<th>Volume sampled (L)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>UVP 2a</td>
<td>&gt; 250 (\mu\text{m}) – 1.5 mm</td>
<td>0.28</td>
<td>Gorsky et al. (1992)</td>
</tr>
<tr>
<td>UVP 2c</td>
<td>&gt; 150 &gt; m – 1.5 mm</td>
<td>0.23</td>
<td>Gorsky et al. (1992)</td>
</tr>
<tr>
<td>UVP 3b</td>
<td>&gt; 90 &gt; m – 5 mm</td>
<td>0.60</td>
<td>Gorsky et al. (2000)</td>
</tr>
<tr>
<td>UVP 4a</td>
<td>&gt; 90 &gt; m – 2 cm</td>
<td>10.50</td>
<td>Gorsky et al. (2000)</td>
</tr>
</tbody>
</table>

2.2. Flux estimation from aggregates size

If the size distribution and the values of \(A\) and \(b\) are known, then a mass flux can be calculated from size spectra using Eqs. (1) and (4). The fluxes calculated this way can be compared to matching sediment trap observations. Because we did not know the appropriate values of \(A\) and \(b\), we used a minimization procedure to find those two values that provided the best fit between the two fluxes—sediment trap and particle size distribution—derived.

We used the Matlab function fminsearch (The Mathworks, Inc., Natick, MA) to find the values of \(A\) and \(b\) that minimized the log-transformed differences (\(\Delta F_c\)) between sediment trap and spectral-estimated fluxes:

\[
\Delta F_c = \sum \left[ \log(F_{Ti}) - \log(F_{Ei}) \right]^2
\]

where \(F_{Ti}\) is the sediment trap flux value and \(F_{Ei}\) the associated flux based on Eq. (1) for the \(i\)th observation. The logarithmic transformation was used to give equal weight to differences for small and large fluxes. Note that

![Fig. 1](image_url) Location of all Underwater Video Profiler (UVP) profiles (red dots) and associated sediment trap deployments (black stars). There were 1254 total profiles and 11 associated sediment trap locations. Details, of the sampling grid, are provided at 3 locations into the black boxes in order to make it more visible.
the sample integration is only for particles between 250 μm and 1.5 mm, not the 0–∞ shown in Eq. (1).

We also tested the ability of a previously determined set of relationships for \( w \) and \( m \) to match the ways of estimating fluxes. Alldredge and Gotschalk (1988) calculated that their diatom aggregates in the surface waters off Santa Barbara, CA, followed the relationships calculated using size spectra and Alldredge and Gotschalk (1988) Fig. 2. Comparison of measured sediment trap mass flux with that calculated using size spectra and Alldredge and Gotschalk (1988) relationships (\( n = 118 \)). Symbols represent trap deployment depths.

\[
\begin{align*}
F_{\text{pic}} & = 3.52 \times 10^0 d^{-1} \\
F_{\text{pon}} & = 3.93 \times 10^0 d^{-1}
\end{align*}
\]

(\( F_{\text{pon}} \)) fluxes (Fig. 3). Pearson's correlation coefficients between the two fluxes vary from 0.57 to 0.73 for \( F_{\text{pic}} \) and \( F_{\text{pon}} \), respectively. The values of \( b \) are quite consistent for the different fluxes, with largest differences equal to 0.4 between \( F_m \) and \( F_{\text{pon}} \) (3.52 and 3.93). The standard deviations on the values for \( b \) estimated using the jackknife procedure are 0.7–0.8 (Table 4). Most of the differences in the parameter values for the different material fluxes are for \( A \) and reflect the material composition. The ratio \( F_m \) to \( F_{\text{pon}} \) is about 10 and \( F_{\text{pic}} \) to \( F_{\text{pon}} \) is 6.2, similar to the Redfield ratio for C:N of 6.6 and reflecting the sediment trap data.

### 2.3. Error estimation of the parameters

The minimization procedure yields only one pair of parameter values. We used a jackknife procedure to estimate the errors of the estimates. The minimization was performed on 1000 subsamples one third the size of the original data set and composed of data pairs selected randomly from the original data set. The results provide us with the frequency distribution of \( A \) and \( b \).

### 3. Results

#### 3.1. Comparing size spectral flux estimates to observed fluxes

Pearson's correlation coefficient between the two fluxes is 0.40 when Alldredge and Gotschalk (1988) values for \( A \) and \( b \) are used. However, the particle size estimate of flux consistently overestimates the sediment trap fluxes, with 95% of the estimates larger than the observations (Fig. 2). Furthermore, the overestimation can reach a factor of 100.

The minimization procedure provided flux estimates that are better for mass (\( F_m \)), POC (\( F_{\text{poc}} \)), PIC (\( F_{\text{pic}} \)) and PON (\( F_{\text{pon}} \)) fluxes (Fig. 3). Pearson's correlation coefficients between the two fluxes vary from 0.57 to 0.73 for \( F_{\text{pic}} \) and \( F_{\text{pon}} \), respectively. The values of \( b \) are quite consistent for the different fluxes, with largest differences equal to 0.4 between \( F_m \) and \( F_{\text{pon}} \) (3.52 and 3.93). The standard deviations on the values for \( b \) estimated using the jackknife procedure are 0.7–0.8 (Table 4). Most of the differences in the parameter values for the different material fluxes are for \( A \) and reflect the material composition. The ratio \( F_m \) to \( F_{\text{poc}} \) is about 10 and \( F_{\text{pic}} \) to \( F_{\text{poc}} \) is 6.2, similar to the Redfield ratio for C:N of 6.6 and reflecting the sediment trap data.

### Table 3

<table>
<thead>
<tr>
<th>Location</th>
<th>Station</th>
<th>Lat.</th>
<th>Long.</th>
<th>Begin</th>
<th>End</th>
<th>Depth</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Atlantic NW</td>
<td>42.98</td>
<td>−19.07</td>
<td>2/21/01</td>
<td>2/6/02</td>
<td>400</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic NW</td>
<td>42.98</td>
<td>−19.07</td>
<td>2/21/01</td>
<td>2/6/02</td>
<td>1000</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic NE</td>
<td>43.83</td>
<td>−17.33</td>
<td>2/18/01</td>
<td>2/6/02</td>
<td>400</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic NE</td>
<td>43.83</td>
<td>−17.33</td>
<td>2/18/01</td>
<td>2/6/02</td>
<td>1000</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic SE</td>
<td>39.5</td>
<td>−17.25</td>
<td>2/18/01</td>
<td>2/6/02</td>
<td>400</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic SE</td>
<td>39.5</td>
<td>−17.25</td>
<td>2/18/01</td>
<td>2/6/02</td>
<td>1000</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic SW</td>
<td>39.56</td>
<td>−19.85</td>
<td>2/21/01</td>
<td>8/21/01</td>
<td>400</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>North Atlantic SW</td>
<td>39.56</td>
<td>−19.85</td>
<td>2/21/01</td>
<td>8/21/01</td>
<td>1000</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Mediterranean</td>
<td>Dyfamed</td>
<td>43.42</td>
<td>7.86</td>
<td>6/27/1987</td>
<td>–</td>
<td>100</td>
<td>B</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Marquise Island</td>
<td>−8.25</td>
<td>−141.14</td>
<td>10/26/04</td>
<td>10/29/04</td>
<td>100</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Marquise Island</td>
<td>−8.25</td>
<td>−141.14</td>
<td>10/26/04</td>
<td>10/29/04</td>
<td>200</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>HNLC</td>
<td>−9</td>
<td>−136.53</td>
<td>10/31/04</td>
<td>11/2/04</td>
<td>100</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>HNLC</td>
<td>−9</td>
<td>−136.53</td>
<td>10/31/04</td>
<td>11/2/04</td>
<td>200</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Central Gyre</td>
<td>−26.04</td>
<td>−114.02</td>
<td>11/12/04</td>
<td>11/16/04</td>
<td>100</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Central Gyre</td>
<td>−26.04</td>
<td>−114.02</td>
<td>11/12/04</td>
<td>11/16/04</td>
<td>200</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>East Gyre</td>
<td>−31.52</td>
<td>−91.25</td>
<td>11/25/04</td>
<td>11/30/04</td>
<td>100</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>East Gyre</td>
<td>−31.52</td>
<td>−91.25</td>
<td>11/25/04</td>
<td>11/30/04</td>
<td>200</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Chilean upwelling</td>
<td>−33.58</td>
<td>−73.23</td>
<td>12/6/04</td>
<td>12/8/04</td>
<td>100</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Chilean upwelling</td>
<td>−33.58</td>
<td>−73.23</td>
<td>12/6/04</td>
<td>12/8/04</td>
<td>200</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Chilean upwelling</td>
<td>−34.36</td>
<td>−72.26</td>
<td>12/9/04</td>
<td>12/11/04</td>
<td>100</td>
<td>C</td>
</tr>
<tr>
<td>South Pacific</td>
<td>Chilean upwelling</td>
<td>−34.36</td>
<td>−72.26</td>
<td>12/9/04</td>
<td>12/11/04</td>
<td>200</td>
<td>C</td>
</tr>
</tbody>
</table>

References: A—Guieu et al., 2005; B—Stemmann et al., 2002; C—Miquel et al., 2006.
There appears to be little systematic statistical difference in the relationship between estimated and observed fluxes within the depth range of 100 and 1000 m. Even if there is little difference with depth, mass and PIC have similar evolution, as well as POC and PON fluxes (Fig. 4). The mass flux is highly variable and ranges from 10 to 1000 mg m$^{-2}$ d$^{-1}$.

### 3.2. Error estimation

The standard deviations of $A$ and $b$ from the jackknife procedure are $\sim30\%$ and $\sim20\%$ of the minimization values for all of the different fluxes ($F_{m}$, $F_{poc}$, $F_{pic}$ and $F_{pon}$). A map of $\Delta F$ for a range of parameter values provides a different perspective on the sensitivity of the residual to these parameters (Fig. 5). The results show a well-defined region for the minimum. The values of $A$ and $b$ calculated for the 1000 subsamples in the jackknife procedure fall in the minimum region. They follow a normal distribution (Kolmogorov–Smirnov test significant at the 5% level) from which the mean and the standard deviation have been calculated (Table 4). Results for the other relationships ($F_{poc}$, $F_{pic}$ and $F_{pon}$) are similar but not shown.

### 4. Discussion

The flux measurements cover three orders of magnitude, a range that can hide variations that are absolutely small but locally significant. Such variation is consistent with fluxes measured in oligotrophic and eutrophic regions (Fig. 3A). Despite the variability of the several flux measures, simple power relationships relate them to the particle size spectra. This has several implications.
Estimation of the fractal dimension of the aggregates

The relationships of fractal geometry have been used to estimate fractal dimensions ($D$) (Logan and Wilkinson, 1990) from velocity measurements and velocity measurements from fractal dimensions (Jackson et al., 1997). If the particle size is given by particle diameter ($d$), then its mass is

$$m(d) = ad^D$$

(6)

The sinking rate ($w$) of the same aggregate, derived from Eqs. (3) and (6), is

$$w(d) = cd^{D-1}$$

(7)

where $c = gah/3\pi \rho_0$ and $h$ is the ratio of particle excess mass to particle mass. Hence, $wm = acd^{2D-1}$ and $D = (b+1)/2$. It follows that the flux of particles within a size range of $d$ to $d+\Delta d$ is

$$\Delta F(d) = nAd^{2D-1}\Delta d$$

(8)

where $A = ac$.

The mean fractal dimensions corresponding to our results range from 2.26 to 2.46. Fractal dimensions of marine aggregates have been estimated to be between 1.3 and 3.75 (Jackson et al., 1997; Jiang and Logan, 1991; Li and Logan, 1995). Values of $D > 3$ can arise from measurement errors or use of an inappropriate model when observations are analyzed. The aggregate fractal dimension derived from $F_m$ is high compared to the values of 1.125–1.3 reported by Alldredge (1998) for visible aggregates in a rich diatom upwelling system off California. Our study is focused on deeper aggregates (100–1000 m depth). Aggregates below the surface mixed layer have been altered as they fall, which may account for the higher values than those of Alldredge. An increase in fractal dimension with depth implies a decrease in porosity. Different mechanisms can lead to such results. The physical action of the fluid going through the aggregate as it sinks may compact them and decrease their porosity (Logan and Kilps, 1995). There are a variety of processes that consume and redistribute matter in settling aggregates, including physical coagulation

Fig. 4. Median, first and third quartiles of ratio between estimates and measurements of the (A) mass fluxes, (B) POC fluxes, (C) PIC fluxes and (D) PON fluxes as a function of the depth of sediment traps.

Fig. 5. Residual error $\Delta F$ as a function of values of $A, b$ for the mass flux $F_m$. The best fit values were $A = 109.5$ and $b = 3.52$. Darker regions represent greater values for $\Delta F$ in mg m$^{-2}$ d$^{-1}$. The crosses correspond to the values calculated during the jackknife error analysis. They are all located in the area where the residues are the smallest.
(Jackson, 1990), microbial degradation (Kiørboe, 2001; Ploug and Grossart, 2000), zooplankton feeding (Graham et al., 2000; Jackson and Kiørboe, 2004; Stemmann et al., 2004a) and zooplankton fragmentation (Goldthwait et al., 2004). Biological processes mentioned previously lead to a preferential removal of organic carbon relative to inorganic carbon. These happen at different rates spatially and temporally but appear to transform the aggregate properties in a consistent way everywhere on the globe. For example, they may act to decrease the median size of the aggregate and therefore decrease the related flux. Despite the range of systems that we used, we cannot rule out the possibility that there are regional differences which we have not seen. Further investigations need to be done in order to see what mechanisms impact the porosity of the aggregates and how this porosity can change with depth.

The chemical composition and packing of the aggregates determines their mass and settling rates as a function of diameter. We expect aggregates having the same components to result in a unique size to settling rate and mass flux relationship. Only small changes have been observed between 100 and 1000 m (Fig. 4) that could be caused by change in trap collection efficiencies in the 100–400 m samples. However, the mass, POC and PON ratios change with depth (Boy et al., 1999), suggesting that most of the aggregate transformation occurs in the first 100 m of the water column as previously shown by sediment trap data (Berelson, 2001; Karl et al., 1988; Martin et al., 1987).

4.2. The size measurement issue

The relationships described here are based on the UVP aggregate size measurements. Many different instruments have been used these last 20 years to describe the abundance and the size distribution of aggregates. Instruments as different as the Coulter Counter (Beckman Coulter, Inc, Fullerton, CA) and the UVP measure different particle properties. The Coulter Counter measures the change in electrical resistance as a particle passes through a small orifice which is usually assumed to be proportional to the conserved particle volume (Jackson et al., 1995; Li and Logan, 1995; McCave, 1983). Optical imaging techniques such as the UVP determine a particle’s size by measuring its projected area on a two-dimensional plane. This area corresponds to the number of pixels that cover the image converted in metric units (Guidi et al., 2007; MacIntyre et al., 1995; Stemmann et al., 2002). These two examples represent a small fraction of the techniques available to obtain the size distribution of particles in the oceanic environment. Therefore, the fact that relationships described in this article can be used with different instruments is not obvious before a careful analysis of the instrument properties has been done.

Multi-instrumental comparison studies are actually available. The size spectrum and the fractal dimension of aggregates provide powerful tools to compare results from these different instruments (Jackson et al., 1995, 1997).

The authors found that the size spectrum calculated by different instruments can be compared after all measurements have been transformed to an optical diameter basis. The relationships used here could then be applied to any kind of instrument assuming that the conversion coefficients between instruments are correctly estimated.

4.3. Estimation of the settling speed of the aggregates

The settling speed is a function of aggregate diameter and fractal dimension:

\[ w(d) = \frac{h a d^{D-1}}{3 \pi \rho_0 V} \]

where \( a = \sqrt{A^3 \pi \rho_0 V / h g} \) (derived from Eqs. (4), (6) and (7)).

The use of Eq. (9) leads to settling rates of 1.8, 32 and 248 m d\(^{-1}\) for particles of 100 μm, 1 mm and 5 mm (Fig. 6A). These estimates are in the range of reported settling rates (Syvitski et al., 1995; Peterson et al., 2005; Lee et al., submitted).

The distribution of mass flux depends on the particle size distribution as well as the mass and settling relationships. Observations on the relative timing of sedimentation events through the water column have yielded estimates that material typically settles at 100–400 m d\(^{-1}\) (Berelson, 2002; Fowler and Knauer, 1986; Shanks, 2002). More recent measurements of settling velocity at the French Dyfamed site yield a median velocity for the flux of about 150 m d\(^{-1}\) with a significant fraction of particles settling at 200–500 m d\(^{-1}\) (Peterson et al., 2005). Using a representative size spectrum determined using the UVP and our relationship for \( w_m \) (Eq. (4)) as a function of \( d \), we calculate a mean settling rate of 115 m d\(^{-1}\), corresponding to the fall velocity of a 2.7 mm aggregate (Fig. 6B and C). The flux was dominated by the large aggregates between 400 μm and 4 mm (Fig. 6A). For the same size spectrum but with the Alldredge and Gotschalk (1988) relationship, the mean settling rate is 35 m d\(^{-1}\), corresponding to a median aggregate size of 250 μm. This flux would be dominated by aggregates smaller than 400 μm.

4.4. Using a larger size range

While the size range that we used for the size spectra covers a large range of settling particles, it does not cover all particles. We made the previous parameter estimation using spectra covering the limited 250 μm–1.5 mm size range. When we applied our technique to UVP4a size spectra profiles with the expanded 100 μm to 2 cm size range (n = 200), the calculated fluxes averaged 2.3 times those calculated for the smaller range. Most of this increase was associated with the inclusion of larger particles. There were uncertainties in the original parameter values of 20–30%. The flux values calculated with the larger size range are comparable to the uncertainties in fluxes associated with the parameter ranges and the smaller particle size range. Interestingly, when we used
the Alldredge and Gotschalk (1988) relationship, the flux was greater by a similar proportion, but most of the increase came from the greater number of small particles. While it is clear that the parameters from \( m \) and \( w \) would change if the minimization procedure were performed with a greater particle size range, the change is small compared to the large range of fluxes observed and the parameter uncertainties.

4.5. Application

We have used these results to map the vertical distribution of mass flux along a transect across the equator at 180°W between 100 and 1000 m using data from the Ebene cruise (Gorsky et al., 2003). Similar mass fluxes below the euphotic zone (200 m) have been reported for a transect along 150°W for the same period with conventional sediment traps, bolstering the accuracy of these relationships (Fig. 7). However, there are three processes that can highly impact trap measurements. The trap collection efficiency depends on how a trap interacts with the water flowing around it and collects aggregates in a hydrodynamic environment. Swimmers are another source of sample “contamination”. The third perturbation corresponds to the possible resolubilization or remineralization of aggregate caught in the traps (Buesseler et al., 2007). These biases have to be kept in mind when sediment trap data are compared to flux estimation from aggregate size distribution. In our case the strong equatorial undercurrent may change trapping collection efficiency. However, data were used to compare fluxes order of magnitude and variation and not absolute values.

The higher vertical and spatial resolution of the flux provides more information on its spatial variability and therefore, on the processes at the origin of the export than deployed sediment traps. The South Equatorial Current (SEC) was flowing westward at 180°, between 5°S and 4°N, and the North Equatorial Countercurrent (NECC) flowed eastward, north of 4°N. The South Equatorial Counter Current (SECC) was 6°S (Eldin and Rodier, 2003). Subsurface flow consisted of the eastward flowing Equatorial Under-Current (EUC), centered at the equator below 100 m. The South and North Subsurface Countercurrents (SSCC, NSCC) also flowed eastward below 200 m south of 6°S and north of 2°N, respectively (Fig. 8). The total concentration of chlorophyll \( a \) (Tchl \( a \)) was highest between the equator and 5°N, averaging 0.21 \( \mu g L^{-1} \) and not exceeding 0.36 \( \mu g L^{-1} \). Tchl \( a \) maxima were localized in the 60–100-m depth strata at the equator, 4–6°S and 5–6°N (Brown et al., 2003). These strong features create physical gradients probably at the origin of localized higher downward export (6°S and 5°N of the surface production (Walsh et al., 1997). Areas with high mass fluxes were localized immediately below the SEC, NECC and SECC with fluxes 3–5 times higher than in the surrounding water. Similar flux heterogeneity had been observed in the North Atlantic where mesoscale eddies were recorded (Guidi et al., 2007). Large mass flux is located between 400 and 700 m depth at the equator. Increases in particle flux with depth have been attributed to horizontal advection from boundaries (Gardner and
Richardson, 1992), vertical migration and midwater biological activities (Karl et al., 1996). According to the physical field, this flux increase could be the result of an accumulation of the aggregates slipping along the borders of the EUC (Gorsky et al., 2003). Unfortunately, the lack of biological mesopelagic data at this location precludes a clear conclusion.

5. Conclusion

The data presented in this article allowed a comparison between flux measurements made with sediment traps and instantaneous flux estimated by an imaging system. We have shown that the size distribution of aggregates can be related to the mass, POC, PIC and PON flux measurements in the mesopelagic zone. In the future, similar procedures using aggregate size distribution, sediment trap flux measurements and thorium/uranium profiles will probably increase the accuracy of the flux estimations.

It has been shown recently that the vertical distribution of aggregates and the resulting carbon flux in the mesopelagic zone can be driven by the mesoscale circulation (Guidi et al., 2007; Stemmann et al., 2008). Thus, in an eddy area, only a high spatial and temporal mapping of the flux can lead to a better understanding of the process that regulates the carbon flux in a dynamic ocean. The development of indirect estimates of particle flux allowed by our relationships will increase our ability to ameliorate both vertical and horizontal resolution of particle fluxes in the deep ocean.
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